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ÉCOLE DES MINES DE PARIS

ELEMENTS OF THE MECHANICS AND PHYSICS OF RUBBER
ELASTICITY

NOTES ON CONTINUUM KINEMATICS

Distributed: Thursday, November 27, 2008

Material (reference) and deformed (spatial) coordinates:

• position of material point P in reference configuration: p(P )

• position of material point P in deformed configuration: x(P ; t) = x̂(p(P ); t); a (gener-
ally time-dependent) mapping from reference to deformed configurations. For conve-
nience in notation, we will often suppress writing the functional dependence on “time”
t.

• the deformation map can be expressed in terms of the displacement vector u(p) of the
‘material particle’ (or local collection of mass) located, at time t = t0, at position p in
the reference configuration according to

x(p; t) = p + u(p; t).

• the map is invertible: at any time t there exists a reverse mapping p = p̂(x) from the
instantaneously deformed to the reference configuration

• the maps are assumed to be sufficiently smooth so that (infinitesimally) neighboring
points in the reference configuration (there separated by relative position vector dp)
map into neighboring positions in the deformed configuration, where they are separated
by relative position vector dx.
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Deformation gradient tensor

• the (infinitesimal) vectors dp and dx are connected by the tensor F, termed the
deformation gradient tensor, according to

dx = Fdp + o(dp)

or, in terms of Cartesian coordinates, and adopting Einstein summation convention on
repeated indices, dxi = Fij dpj.

• the deformation gradient tensor is defined according to

F ≡ Gradx =
∂x

∂p
=

∂p

∂p
+

∂u

∂p
= 1 + Gradu ≡ 1 + H,

where 1 is the identity tensor and H is the displacement gradient tensor.

• with respect to Cartesian basis vectors ei, where the vectors are determined by compo-
nents according to p = pjej, u = uiei, and x = xiei, the components of F = Fijei⊗ ej

are

Fij ≡ ei · (Fej) =
∂xi

∂pj

=
∂(pi + ui)

∂pj

= δij + ui,j = δij + Hij,

where Hij = ui,j = ei · (Graduej)

• because the deformation gradient tensor maps an infinitesimal line element from the
reference configuration to another in the deformed configuration, it is sometimes re-
ferred to as a “two-point” tensor, meaning that the two vectors which it connects via
a linear transformation ‘live’ in different domains.

• in general, F(p, t) varies from point to point within the reference configuration, as
well as with time t; when F does not vary with position, the deformation is termed
homogeneous.
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Local change of shape and orientation from F:

• reference length of infinitesimal line element dp = ds0 n0 (dpi = ds0 n0i); n0 is unit
vector (n0 · n0 = |n0|2 = 1):

|dp| = (dp · dp)1/2 =
(
(ds0)

2n0 · n0

)1/2
= ds0

• deformed length of infinitesimal line element dx = dsn (n is unit vector):

|dx| = (dx · dx)1/2 = (dsn · dsn)1/2 =
(
(ds)2n · n)1/2

= ds

• alternative expression for ds in terms of F:

ds = |dx| = ((Fdp) · (Fdp))1/2 = (dp · ( (FTF) dp) )1/2.

Subscript notation can also help here:

ds = (dxidxi)
1/2 = (Fijdpj Fikdpk)

1/2 = (dpj FijFik dpk)
1/2 = (dpj F T

jiFik dpk)
1/2

• The symmetric tensor C ≡ FTF (Note: CT = (FTF)T = FT (FT )T = FTF = C) is
termed the right Cauchy-Green tensor, and quantifies the local stretch ratio, λ, of a
reference line element initially parallel to n0 according to

λ(n0) ≡ ds

ds0

=
(dp · (C dp))1/2

ds0

=
(ds0n0 · (C ds0n0))

1/2

ds0

= (n0 · (Cn0))
1/2 > 0

• because the stretch λ > 0 for any reference direction n0, the tensor C is positive-
definite, and detC = det(FTF) = J2. Here, use is made of the definition J ≡ detF
and the identities det(AB) = (detA) (detB) and detA = detAT .

• Cartesian components of the right Cauchy-Green tensor are Cij = F T
ikFkj

• The positive-definite symmetric tensor C can be written as the product of another
symmetric, positive-definite tensor, U, termed the right stretch tensor, with itself:

C = UU ≡ U2.
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Transformation of oriented material area elements

• An oriented (vector-valued) infinitesimal material area in the reference configuration
can be formed from 2 non-colinear vectors dp = ds0 n0 and δp = δs0 m0 according to

da0 = da0 r0 ≡ dp× δp,

where
da0 = |dp× δp| = |dp| |δp| sin(n0,m0) = ds0 δs0 sin(n0,m0)

and the reference unit normal to the area is

r0 =
n0 ×m0

|n0 ×m0| .

• Under the deformation, the line elements dp and δp are mapped into corresponding
vectors dx = Fdp = dsn and δx = Fδp = δsm, which generate the deformed material
area vector

da = da r ≡ dx× δx,

with
da = |dx× δx| = |dx| |δx| sin(n,m) = ds δs sin(n,m),

and deformed unit normal direction

r =
n×m

|n×m| .

• The relation between reference and deformed elemental areas, termed Nanson’s relation,
is

da = (detF)F−T da0,

or
da r = (detF)F−T da0 r0.

This can be derived, using Cartesian subscript notation, in the following way:

ri da = εijk dxj δxk = εijk (Fjmdpm) (Fkpδpp).

This can be multiplied from the left, on both sides of the equation, by FT (Cartesian
components: Fiq = F T

qi) to give

F T
qiri da = εijk FiqFjmFkpdpmδpp.

The determinant of the matrix [Fij] satisfies the matrix identity

det[F ]εqmp = εijk FiqFjmFkp,

so that

F T
qiri da = εijk FiqFjmFkpdpmδpp = det[F ] εqmp dpmδpp = det[F ] da0 r0q,
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or, in coordinate-free notation,

FT da = (detF) da0.

On multiplying through by the inverse of FT (F−T ≡ (FT )−1), one finally obtains

da = (detF)F−T da0.

Changes in angle between infinitesimal line elements

• consider again the 2 reference line elements dp = ds0 n0 and δp = δs0 m0. In the
reference configuration, the dot product of these two vectors is

dp · δp = ds0 δs0 cos(Θ),

where Θ is the angle between the unit vectors n0 and m0: cos(Θ) = cos(n0,m0) =
n0 ·m0.

• In the deformed configuration, the respective images of these vectors are

dx = Fdp = dsn;

δx = Fδp = δsm.

• The dot product of these two vectors in the deformed configuration provides

dx · δx = ds δs cos(θ),

where θ is the angle between the unit vectors n and m: cos(θ) = cos(n,m) = n ·m.

• Using the reference-configuration-based definitions of the deformed line elements, the
dot product can also be expressed as

dx · δx = ds δs cos(θ)

= (Fdp) · (Fδp)

= dp · (FTF)δp

= ds0 δs0 n0 · (Cm0).

• Combining the last three equations,

cos(θ) =
n0 · (Cm0)

λ(n0) λ(m0)
,

where the stretch ratios are λ(n0) = ds/ds0 and λ(m0) = δs/δs0 are given by, e.g.,
λ(n0) = (n0 · (Cn0))

1/2, etc.
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• Noting that C = 1 + 2E (look ahead to p. 9 of these notes), we see that

cos(θ) =
cos(Θ) + 2n0 · (Em0)

λ(n0) λ(m0)
;

when the two line elements are orthogonal in the reference configuration (n0 ·m0 =
0 ⇒ Θ = π/2), and on expressing the shear (γ) by θ = Θ − γ = π/2 − γ, then
cos(θ) = sin(γ) and

sin(γ) =
2n0 · (Em0)

λ(n0) λ(m0)
.

Transformation of material volume elements

• the determinant of the deformation gradient relates a material volume element of size
dv0 in the reference configuration to size dv in the deformed configuration according
to

dv = (detF) dv0 = J dv0.

• in the limit of small displacement gradients, when ||H|| = O(ε), the linearized kine-
matics provides

dv = (detF) dv0 = det[δij + ui,j] dv0 = (1 + ui,i + O(ε)) dv0.

so that the small strain dilatation (or fractional volume change) e is given by

e ≡ dv − dv0

dv0

= ui,i,

or e = ∇ · u ≡ Divu.

• A proof of the volume transformation can be performed by identifying the elemental
reference volume, dv0, determined by a reference oriented surface area element, da0 =
da0 r0 ≡ dp×δp, and a third, linearly independent reference line element ∆p ≡ ∆s0q0,
according to

dv0 ≡ ∆p · da0

and then evaluating the volume of the mapped volume element as

dv ≡ ∆x · da,

where ∆x ≡ F∆p.
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Eigenvalue problems

• Tensors have special directions, termed eigenvectors (principal, or ‘characteristic’ vec-
tors), such that the operation of the tensor on the eigenvector gives a multiple of the
eigenvector itself. Restricting attention to unit vectors, the magnitude (and units) of
the multiplying factor are termed eigenvalues (or principal values) of the tensor. For
the stretch tensor C, the eigenvalue problem can be posed as finding a unit direction
n and corresponding eigenvalue S such that

Cn = Sn = S1n; or (C− S1)n = 0,

for n 6= 0. In terms of Cartesian components, this is equivalent to the matrix eigenvalue
problem




C11 − S C12 C13

C21 C22 − S C23

C31 C32 C33 − S








n1

n2

n3



 =





0
0
0



 .

• the matrix eigenvalue problem has non-trivial solutions only when the determinant of
the matrix vanishes. This leads to a cubic equation in the (sought-for) eigenvalue itself:

0 = det(C− S1) = −S3 + I1S
2 − I2S + I3 = −(S − S1)(S − S2)(S − S3),

where Ii(C); i = 1, 2, 3, are the scalar invariants of C, defined by

I1(C) ≡ trC = Cii = S1 + S2 + S3

I2(C) ≡ 1

2

[
(trC)2 − tr(C2)

]
=

1

2
(CiiCjj − CjiCij) = S1S2 + S2S3 + S3S1

I3(C) ≡ detC = εijkC1iC2jC3k = S1S2S3

The parameters Si, i = 1, 2, 3 in the factorization of the characteristic polynomial are
the sought-for roots, or eigenvalues.

• Every real-valued (as opposed to complex-valued = real + i imaginary) tensor has at
least one real eigenvalue (the characteristic cubic polynomial must cross the zero axis
somewhere in −∞ < S < ∞!); symmetric real tensors have 3 real eigenvalues, S1, S2,
and S3, with corresponding unit eigenvectors ni, i = 1, 2, 3. The set of eigenvalues is
the spectrum of the tensor.

• When the 3 eigenvalues are distinct, the 3 eigenvectors are orthogonal: ni ·nj = δij. If
two eigenvalues coincide, but differ from the remaining one (e.g., if S2 = S3 = “S” 6=
S1, then the eigenvectors n(S) corresponding to [both] S2 and S3 are not uniquely
defined, but they must both be in a plane perpendicular to the (unique!) eigenvector
n1 corresponding to the (unique) eigenvalue S1: n(S) · n1 = 0. For convenience, we
chose n2 as any unit vector in this plane, then make n3 orthogonal to both the others
via n3 = n1 × n2.
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• When all three eigenvalues are the same (say, S1 = S2 = S3 ≡ S), then the tensor is
that multiple of the identity tensor, C = S 1, and every direction n is an eigenvector
of the tensor, with corresponding eigenvalue S.

• Every tensor C solves its own characteristic polynomial equation:

0 = −C3 + I1C
2 − I2C + I31 = −(C− S11)(C− S21)(C− S31);

this is the Cayley-Hamilton theorem.

Spectral representation of C and U; polar decomposition

• Based on the eigenvalues and eigenvectors of the symmetric tensor C, it can be ex-
pressed as (using “circle-cross” notation for dyadics)

C = (λ1)
2 n1 ⊗ n1 + (λ2)

2 n2 ⊗ n2 + (λ3)
2 n3 ⊗ n3,

or, on using Gibbs’ notation, with no ‘⊗’ between dyad vector pairs, as

C = (λ1)
2 n1n1 + (λ2)

2 n2n2 + (λ3)
2 n3n3;

the stretch tensor U admits the related representations

U = λ1 n1 ⊗ n1 + λ2 n2 ⊗ n2 + λ3 n3 ⊗ n3

• The deformation gradient can be factored into the product of an orthogonal tensor,
R, termed the rotation tensor, and the symmetric positive-definite stretch tensor U
according to

F = RU.

This factorization is termed the polar decomposition of the tensor F.
Recall that a (proper) orthogonal tensor R has its transpose as its inverse, so that
RRT = RTR = 1, and detR = 1 .

Note: C ≡ FTF = (RU)T (RU) = UT (RTR)U = UTU = UU = U2 is independent
of the rigid-body rotation associated with R.

• the polar decomposition of F can also be expressed as

F = VR,

where R is the same orthogonal tensor as before, and the symmetric, positive-definite
tensor V is termed the left stretch tensor.

• the left Cauchy-Green strain tensor is B ≡ FFT = V2.

• The left and right stretch tensors are connected via the transformations

V = RURT ;

U = RTVR;

• Show that B = RCRT .
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[Referential, or ‘Material’] Strain tensors

• The Green-Lagrange strain tensor E is defined by

E ≡ 1

2
(C− 1).

• The spectral representation of the Green-Lagrange strain tensor is

E =
1

2
((λ1)

2 − 1)n1 ⊗ n1 +
1

2
((λ2)

2 − 1)n2 ⊗ n2 +
1

2
((λ3)

2 − 1)n3 ⊗ n3;

• When there is no deformation (every direction has stretch of unity), but only rigid-
body rotation, then U = 1 and F = R; under these conditions, C = 1, and the
Green-Lagrange strain tensor vanishes: E = 0.

• Cartesian components of the Green-Lagrange strain tensor are

Eij =
1

2
(Cij − δij) =

1

2
(F T

ikFkj − δij) =
1

2

(
(δik + Hik)

T (δkj + Hkj)− δij

)

=
1

2

(
Hij + Hji + HT

ikHkj

)
=

1

2
(ui,j + uj,i + uk,iuk,j) .

• Our customary definition of (small) extensional “strain” is that of (small) change in
length divided by initial length; in mathematical terms, the extensional strain measure
“e” associated with a given direction can be considered as a function of the stretch λ,
in that direction,

e = f(λ),

providing the function f satisfies the following two restrictions for small stretches, or
for |λ− 1| ¿ 1:

1. f(λ) → 0 as |λ− 1| → 0
2. f ′(λ) = df(λ)/dλ → 0 as |λ− 1| → 1

• In the Green-Lagrange measure of stretch, the chosen function is

f(λ) =
1

2

(
λ2 − 1

)
=

1

2
(λ + 1)(λ− 1);

clearly, as λ → 1, both requirements are fulfilled. Other functions satisfying the
requirements of a proper strain definition include f = λ − 1 (nominal strain)and
f = ln(λ) (logarithmic, or ‘true’ strain).

• Corresponding tensor measures of strain can be generated from applying the respec-
tive functions to the stretch tensor U; e.g., E = f(U) = (1/2)(U2 − 1). Spectral
representations for the other strain-measure tensors, Ef , follow:

Ef = f(U) = f(λ1)n1 ⊗ n1 + f(λ2)n2 ⊗ n2 + f(λ3)n3 ⊗ n3;

9



• In the limit of small displacement gradients, where ||H|| = O(ε) ¿ 1, the Green-
Lagrange strain tensor E (and, indeed, all the strain measures Ef ) approach a common
limit, termed the small strain tensor, ε, where

ε =
1

2

(
Gradu + (Gradu)T

)
;

Cartesian components of the small strain tensor are

εij = ei · (ε · ej) =
1

2
(ui,j + uj,i) .
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Motions, velocities, spatial descriptions, and rate kinematics

• when the displacement is time-dependent, the material time derivative of position of
the particle originally at p, and instantaneously at x, is

ẋ(p, t) = u̇(p, t) =
∂x(p, t)

∂t
=

∂u(p, t)

∂t
.

• the corresponding material time derivative of the deformation gradient is

Ḟ = Ḣ =
∂u̇

∂p
= Gradu̇.

• the spatial description of any field f expresses how the entity f instantaneously depends
on the current deformed position in the body, x, and time, t:

fs = f̂(x, t).

If we wish to construct a map of the instantaneous material time derivative of f , or
ḟ , we must be sure that we are referring to the time-varying f -history of a particular
particle. This is most readily accomplished by “pulling back” the spatial description
of x, and hence of f , to the time-invariant reference frame, using the known material
map of the motion, x = x̂(p, t), and its implicit inverse, namely

p = p̂(x, t).

In words, this means that the inverse function p̂ “pulls back” the particle that is located
at position x at time t, and maps it back to its reference location p at the reference
value of the time parameter. Alternatively, the [forward] time-dependent mapping x̂
“pushes forward” the location of the particle originally at p to instantaneously de-
formed position x.

• Now we are in a position to describe the field corresponding to the spatial description
of particle velocity, v(x, t), in terms of the reference description of velocity:

u̇(p, t) = u̇(p̂(x, t), t) ≡ v(x, t).

• This structure permits definition of the spatial description of the material time deriva-
tive of any field f , denoted as ḟ(x, t), by

ḟ(x, t) =
Df(x, t)

Dt

=

(
∂f(x; t)

∂t

)
|x +

(
∂f(x; t)

∂x

)
|t

(
∂x(p, t)

∂t

)
|p=p̂(x,t)

=

(
∂f(x, t)

∂t

)
+ grad f(x, t) · v(x, t)
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This can also be formally expressed, using cartesian coordinates, by

ḟ =
∂f

∂t
+

∂f

∂xi

vi.

• The spatial field corresponding to the spatial gradient of v, denoted L(x, t), is termed
the velocity gradient field:

L = gradv = D + W,

where D = DT =
(
L + LT

)
/2 is the stretching and W = −WT =

(
L− LT

)
/2 is the

spin.

• We can express the material description of a spatial field a(x, t) as

am(p, t) = a(x(p, t), t).

Material (referential) gradients of a material description of a spatial field are evaluated
using the chain rule as

Grad am(p, t) ≡ ∂am(p, t)

∂p
=

(
∂a(x(p, t), t)

∂x

) (
∂x(p, t)

∂p

)
= (grad a)m F(p, t).

• The material time derivative of the deformation gradient can be expressed as

Ḟ = Lm F.

This is shown by noting that

Ḟ(p, t) =
∂ Gradx(p, t)

∂t
= Grad ẋ(p, t) = Gradvm(p, t) = (gradv)m F(p, t) = Lm F.
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ÉCOLE DES MINES DE PARIS

ELEMENTS OF THE MECHANICS AND PHYSICS OF RUBBER
ELASTICITY

NOTES ON STRESS AND EQUILIBRIUM

Distributed: Thursday, November 27, 2008

Nominal and “true” stress tensors

• In conjunction with the deformation-induced change in oriented material surface el-
ements leading to Nanson’s relation, we followed an infinitesimal vector-valued area
element da0 = da0 n0, centered at p in the reference configuration, of magnitude
da0 = |da0| and with reference unit normal vector n0. Under the deformation gradi-
ent F, this material area element is mapped into (deformed/re-oriented) area element
da = dan, centered at x. The two area element vectors are related by (Nanson) as:

da = (detF)F−Tda0.

• As the surfaces under consideration are ‘imagined”, they may be (a) on the boundary
of the body, (b) at a distinguished internal interface within the body (e.g., a material
interface; a grain boundary, etc.), or (c) a ‘generic” point internal internal to the body.
In any event, there are 2 sides (or faces) to the surface. We let the 2 sides be denoted
“+” and “−”, respectively, with the understanding that both n0 and n point from the
“−”-side to the “+”-side.

• We understand that, in the deformed (“loaded”) configuration, there will be mechan-
ical interaction across the surface element. This interaction consists of an elemen-
tal force vector, df , applied by some mass/material element on the “+”-side, to the
mass/material point on the “−”-side: force is a mechanical transaction between ele-
ments of mass, in this case transpiring across an interface. We relate this elemental
force vector to the stress tensors and elemental areas in two ways:

df = Tda = t(n) da;

df = Pda0 = t0(n0) da0.

• Here T is the Cauchy (or “true”) stress tensor, at location x of the deformed config-
uration, and P is the first Piola-Kirchhoff (or “nominal”) stress tensor, “at” p of the
reference configuration. Strictly speaking, the reference configuration was, at its time
of definition, most likely not supporting traction (although the reference configuration
could be supporting initial stress). Instead the traction was induced by mechanical
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interactions associated with the deformation itself; deformation which, evidently, had
not yet occurred at the time/place of the reference configuration. In this sense, then,,
we can view the nominal stress tensor as (a) a mechanics “bookkeeping” device (a de-
scription often used by Professor A. S. Argon), or (b) more formally, as a “pull-back”
of the Cauchy stress tensor. Without prejudice, we will find that the introduction of
the nominal stress tensor provides certain advantages in general solid mechanics for-
mulations, which we will exploit. A further notation sometimes introduced for P is
“PPK1”, indicating the first Piola-Kirchhoff stress tensor. Note that the nominal stress
tensor is not symmetric, in general (see page 9 of current notes).

• We can define a stress-dimensioned traction vector as the limit, as dimensions tend
to zero, of the ratio of the force vector to the magnitude of the area element. Using
definitions of the area elements and to the tensor operation,

t(x,n) ≡ lim
da→0

df

da
= T(x)n.

• The traction vectors associated with a given direction, n, and its negative direction,
−n, are equal and opposite (Cauchy’s relation):

Tn = t(n) = −t(−n) = −T · (−n) = Tn.

• Likewise, a nominal traction vector can be defined as

t0(p, r0) ≡ lim
da0→0

df

da0

= P(p)n0.

• The nominal stress tensor P reckons the force (in the deformed configuration) per unit
oriented area in the reference configuration. We can use Nanson’s relation to connect
T, P, and F:

d f = Pda0 = Tda = T(detFF−T)da0,

or, on rearranging the second and last parts of the equation,

(
P− (detF)TF−T

)
da0 = 0.

• Since the area element da0 is arbitrary, the tensor within parentheses must be the zero
tensor, identically. Alternatively,

P = (detF)TF−T = J TF−T ,

or
T = (detF)−1PFT = J−1 PFT .

• Note: the notation used here for nominal stress is the transpose of the definition of
nominal stress found in certain publications. Be careful, because similar convention
disagreements on notation abound in the applied mechanics literature...
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• Power conjugate stress measures. In the derivation above, we connected the
measure-dependent stress tensors T and P by application of a traction rule for arbi-
trary orientations. While the results we obtained are correct, another path to connect
stress measures comes from power conjugacy. Briefly, the stress-working power in an
elemental mass having deformed volume dv, and supporting Cauchy stress T, and
undergoing the velocity gradient L = gradv = ḞF−1 is

dP = T ·D dv

where the stretching D = 1/2
(
L + LT

)
, and the generic tensor scalar product op-

eration A · B ≡ tr(ABT ) = AijB
T
ji = AijBij. We can ask that this same power be

obtained as the tensor scalar product of stress measure P? (to be determined) with the
time rate of change of deformation gradient, Ḟ, according to

dP = P? · Ḟ dv0.

Using dv = J dv0 and the fact that Cauchy stress is symmetric (T = TT ), we can show
that

dP = J T · L dv0 = J T ·
(
ḞF−1

)
dv0,

or dP = JTijḞjkFki dv0. It is straightforward to equate the two measures of stress-
working power, re-arrange the expression for the tensor scalar product, and show that

0 = dv0

(
P? − J TF−T

) · Ḟ,

which, on invoking dv0 6= 0 and arbitrary Ḟ again provides P = J TF−T .

• Example problem. The time rate of change of the Green-Lagrange strain tensor is
2Ė = Ċ = d (FTF)/dt = ḞTF + FT Ḟ. It can be shown that Ċ = 2FTDF :

Ċ = ḞTF + FT Ḟ

= FTF−T ḞTF + FT ḞF−1F

= FT
(
F−T ḞT + ḞF−1

)
F

= FT

((
ḞF−1

)T

+ ḞF−1

)
F

= FT
(
LT + L

)
F = 2FTDF.

By requiring the stress measure S (to be determined) to satisfy the stress working
power relation

dP = S · Ė dv0,

for arbitrary conditions, show that

S = J F−1TF−T = F−1P.
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Solution:

By hypothesis,

dP = S · Ė dv0 =
1

2
S · Ċ dv0 = S · (FTDF) dv0,

while also dP = T ·D dv. Equating these and using dv = J dv0 gives

J T ·D = S · (FTDF),

which can be re-arranged into

(
J T− FSFT

) ·D = 0,

giving
T = J−1 FSFT ;

S = J F−1TF−T = F−1
(
JTF−T

)
= F−1P.

The stress tensor S which is power-conjugate to the time rate of change of the Green-
Lagrange strain is termed the second Piola-Kirchhoff stress tensor.

The stress tensor S = ST is symmetric, by inspection, but the symmetry of Ė itself
in the work-conjugacy condition guarantees that the skew part of S, should it exist,
would in any event have no stress working through Ė.
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Balance of linear momentum

• The total external force transmitted to a deformed body of material, currently occupy-
ing region Rt at time t, through its (deformed) surface area ∂Rt, by means of external
(outward-pointing) traction vectors is

f(surface−traction) =

∫

Rt

df =

∫

Rt

t da =

∫

Rt

Tn da.

• Neglecting body forces (distributed forces per unit mass; e.g., gravity; magnetic at-
traction, etc.) and acceleration (no change of linear momentum), the total external
force applied to any body, in this case, that force resultant transmitted to the body
via surface tractions, must vanish: f(total) = f(surface−traction) = 0.

• For sufficiently smooth scalar, vector, or tensor functions “(. . .)”, the Cartesian sub-
script form of the divergence theorem of vector calculus can be written as∫

∂Rt

(. . .) ni da =

∫

Rt

∂(. . .)

∂xi

dv.

This means that the arbitrary (but smooth) field (. . .) may have any set of Cartesian
indices, providing that the expression makes sense when multiplied by ni, or differen-
tiated with respect to xi.
Note: If the field “(. . .)” is not sufficiently smooth for the indicated differentiation
operator to make sense on some internal surface (e.g., the field (. . .)” exhibits a jump
discontinuity of magnitude “[. . .]” ≡ (. . .)(+)−(. . .)(−) across surface Σt, having normal

n
(+)
i = −n

(−)
i directed from its (+)-side towards its (−)-side, then a modified version

of the divergence theorem is constructed by adding both sides of Σ to the general-
ized boundary, and restricting the volume integral to those portions of Rt where the
differentiation can be performed, resulting in∫

∂Rt

(. . .) ni da =

∫

Rt

∂(. . .)

∂xi

dv −
∫

Σt

[. . .] n
(+)
i da.

• The ith Cartesian component of the surface traction is ti = Tijnj. Thus the equilibrium
condition is

f(total)i = 0i =

∫

∂Rt

Tijnj da =

∫

Rt

∂Tij

∂xj

dv ≡
∫

Rt

(div T)i dv.

Here the vector-valued function “div T” is implicitly defined by its indicated Cartesian
components as sums of certain partial derivatives of the tensor components themselves:

div T =

(
∂T11

∂x1

+
∂T12

∂x2

+
∂T13

∂x3

)
e1

+

(
∂T21

∂x1

+
∂T22

∂x2

+
∂T23

∂x3

)
e2

+

(
∂T31

∂x1

+
∂T32

∂x2

+
∂T33

∂x3

)
e3
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• We use the fact that, for no body force or accelerations, the zero value for external
force applies for all deformed regions Rt having instantaneous surface areas ∂Rt. If
we could find a place where div T 6= 0, we could chose the region Rt to include only
regions where the (assumed non-zero) value of the vector function had components of
one sign. Then, as the limit of Rt → 0 was taken at that point, it is clear that it
would at some point not be possible for the volume integral of the divergence to give
zero total. Thus we conclude that the vector div T must therefore vanish identically
everywhere: div T = 0.

• Had a body force vector per unit mass of magnitude b been present, the total body
force would be

f(body−force) =

∫
b dm =

∫

Rt

b ρ dv,

where ρ = dm/dv is the mass per unit deformed volume.

• The linear momentum of the material within Rt is given by

l(t) ≡
∫

Rt

ρv dv,

where it is understood that v = ẋ is the particle velocity, measured in an inertial
frame, based on the material time derivative of that particle’s position.

• Had the material points (with velocity v) been accelerating, the total change in linear
momentum for the body would be

Dl(t)

Dt
≡ D
Dt

∫

Rt

ρv dv =

∫

R0

v̇ ρ0 dv0 =

∫

Rt

ρ v̇ dv.

Here we have pulled back the integral over the time-dependent deformed region, Rt,
to an equivalent integral over the time-independent reference region, R0, with a time-
independent reference mass density field ρ0(p). The “dot” notation is short hand for
material time derivative, and the operation of integration of a tensor-valued function
(such as v or v̇) with respect to mass can be straightforwardly pulled-back/pushed-
forward to equivalent integrals, as shown.

• The most general case of balance of linear momentum (Newton’s law!) results in

f(total) = f(surface−traction) + f(body−force) =
Dl(t)

Dt
⇒

0 =

∫

Rt

(divT + ρb− ρv̇) dv

for any deformed volume (region) Rt, so the integrand must vanish identically:

div T + ρb = ρv̇.
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• We can also frame the force balance relation in terms of the nominal stress tensor
P, the nominal traction vector t0 = Pn0, and a material divergence operator “Div”
according to

f(surface−traction) =

∫

∂R0

df =

∫

∂R0

t0 da0 =

∫

∂R0

Pn0 da0 =

∫

R0

(Div P) dv0,

where

Div P =

(
∂P11

∂p1

+
∂P12

∂p2

+
∂P13

∂p3

)
e1

+

(
∂P21

∂p1

+
∂P22

∂p2

+
∂P23

∂p3

)
e2

+

(
∂P31

∂p1

+
∂P32

∂p2

+
∂P33

∂p3

)
e3

• Note that the spatial divergence operator, div, involved spatial differentiation with
respect to the deformed coordinates xi, while the reference divergence operator, Div
involves corresponding derivatives with respect to reference Cartesian coordinates, pj.

• Again, the arbitrariness of the reference region R0 means that Div P = 0 everywhere,
in the absence of body force and acceleration. The body forces and accelerations can
be “added” to the momentum balance, referential formulation, in a straightforward
manner, resulting, when localized to an arbitrary reference volume element, in

DivP + ρ0b0 = ρ0v̇ = ρ0ẍ.
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Balance of angular momentum

• Neglecting the possibility of distributed couples (moments; torques) in the limit of
infinitesimal surface areas and volumes, the only source for a resultant moment about
the origin (an arbitrary, but convenient point for summing moments), the total moment
created by the surface tractions and body forces is

m0(t) =

∫

∂Rt

x× t da +

∫

Rt

x× ρb dv;

here the vector cross-product is indicated. Using the stress/traction relation and the
divergence theorem, the surface integral contribution can be transformed into

∫

∂Rt

x× t da =

∫

∂Rt

x× (Tn) da.

• Using Cartesian subscripts for convenience, this becomes

(m0(t))i =

∫

∂Rt

εijk xj (Tkmnm) da +

∫

Rt

εijk xj (ρbk) dv

=

∫

Rt

εijk [(xjTkm),m + xjρbk] dv

=

∫

Rt

εijk [(xjTkm,m + δjmTkm) + xjρbk] dv

=

∫

Rt

[εijk xj (Tkm,m + ρbk) + εijk Tjk] dv.

• The angular momentum about the origin is defined by

h0(t) =

∫

Rt

x× ρv dv;

its time rate of change is

Dh0(t)

Dt
=
D
Dt

∫

Rt

x× ρv dv =
D
Dt

∫

R0

x× ρ0v dv0 =
D
Dt

∫

R0

[ẋ× ρ0v + x× ρ0v̇] dv0.

However, since ẋ = v, the first vector cross product vanishes, and the remaining term
can be brought back to an integral over the deformed configuration as

Dh0(t)

Dt
=

∫

Rt

x× ρv̇ dv.
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• The balance of angular momentum states that m0(t) = Dh0(t)/Dt, resulting, after
re-arrangement, in

0i =

∫

Rt

[εijkTjk + εijk xj (Tkm,m + ρbk − ρv̇k)] dv.

At this point, we recognize the vector in parentheses as the zero-valued form of the
linear momentum balance equations, so only the term εijk Tjk remains as an integrand
in an integral over an arbitrary domain, which must, in any event, vanish; thus, it is
necessary that

εijk Tjk = 0i.

Since we are summing on repeated indices j and k, and since the alternating tensor is,
by definition, antisymmetric with respect to permutation of any 2 indices, we conclude
that the stress tensor must necessarily be symmetric: Tjk = Tkj, or else its possibly
non-zero skew part would give a non-zero contribution when summed with εijk. The
upshot of all this is that T = TT , Cauchy stress tensor is symmetric, on account of
the balance of angular momentum.

• The stress tensor T is symmetric: T = TT (angular momentum balance). Although
neither F or P need be symmetric, the following condition must be satisfied:

PFT = FPT .

This result also follows from a consistent pull-back of the angular momentum balance
equations to the (arbitrary) reference configuration, R0.

Balance of mass

• An element of mass dm is conserved during deformation. It can be expressed as the
product of (reference) mass density per unit reference volume, ρ0, and reference ele-
mental volume, dv0, and as the product of (deformed) mass density per unit deformed
volume, ρ, and the deformed elemental volume, dV:

dm = ρ0 dv0 = ρ dv.

• Using the volume ratio dv/dv0 = detF = J along with conservation of mass gives

ρ = ρ0J
−1.
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ÉCOLE DES MINES DE PARIS

ELEMENTS OF THE MECHANICS AND PHYSICS OF RUBBER
ELASTICITY

NOTES ON POLYMER NETWORK MODELS

Distributed: Thursday, December 4, 2008

Polymer “chains”

• In cross-linked rubbers, the molecular kinetic freedom associated with ‘entropic’ elas-
ticity it primarily confined to those portions of the macromolecular network between
kinematic restraints such as chemical cross-links or mechanical entanglements. To a
first approximation, the spatial locations of such end-points define an end-to-end chain
vector r = r1+r2+. . . rn, where rν is the position vector connecting the atoms defining
the νth link along the chain backbone.

• The chains are taken to have ∼ fixed chain vectors in both a reference configuration of
the solid (r0) and in a deformed configuration (r), with respective end-to-end distances
r0 = |r0| and r = |r0|.

• The high degree of molecular kinematic freedom within an isolated chain generally per-
mits many possible sequences of segment-to-segment vectors ri which add vectorially
to a provide a given chain vector r =

∑
ri. The geometric uncertainty (or lack of com-

plete information) associated with the multiplicity of chain configurations connecting
to give a given chain vector r constitutes (in the sense of Shannon, for example), a
configurational entropy of the chain. As a chain of a fixed number of chain segments
is stretched in length from r0 to r > r0, the number of possible connecting sequences,
and hence the associated uncertainty, decreases.

• The configurational entropy of chain ν is denoted gc(ν), the change in chain configu-
rational entropy associated with the deformation-induced change in end-to-end chain
vector is

∆gc(ν) = gc(r(ν))− gc(r0(ν)),

and the isothermal change in continuum thermomechanical entropy per unit reference
volume, ∆η, is represented by an appropriate sum/integral of the changes in chain
configurational entropies:

∆η = ∆g =
∑

ν

∆gc(ν).

• As was shown in the thermomechanical derivations for rubbers, the principal source
of deformation-induced changes in Helmholtz free energy per unit reference volume,
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ψ = e − θη, where e is internal energy per unit reference volume and θ is absolute
temperature, is due to deformation-induced changes in the entropy. Thus, a central
concept of network-based models of elastomeric solids is to reckon deformation-induced
changes in the configurational entropies of the network’s chains.

Idealizations of network modeling

• Real molecular networks have high three-dimensional spatial complexity, as well as
complex temporal kinetics, so models of such networks must adopt many simplifying
idealizations. Among the difficult issues to consider are network topology, bond length
and bond-angle “energetic constraints”, and three-dimensional self-avoidance and den-
sity packing of the chains, and the enormous numbers of atomic constituents (of order
1023) comprising a macroscopic macromolecular solid.

• Note that, en principe, many of these details can be accurately addressed through
the use of modern computer-intensive molecular dynamics and/or molecular statics
modeling of deformable networks, albeit perhaps at the cost of certain insights afforded
by simpler models.

• Among the “traditional” idealizations of polymer networks, the freely-jointed chain
model offers a good compromise of physical fidelity and and tractable analytical insight.
In this model, each chain segment link length is constrained to ri = |ri| = `, while the
(spherical) angle between adjacent links is taken to be a random variable having a
uniform probability density.

• The probability of a chain of ν links resulting in end-to-end chain vector r is denoted
p(r), and constitutes the basis for defining a chain entropy through the associated
Boltzmann relation gc(r(ν)) = kB log (p(r)), where kB is Boltzmann’s constant.

ASIDE: Probability convolution integrals

• In one coordinate dimension, suppose that coordinate position y = x1 + x2 is the sum
of two random variables, x1 and x2, which have respective probability distributions
p1(x1) and p2(x2) in the regions −∞ ≤ xi ≤ ∞, with each probability distribution
being properly normalized by

1 =

∫ ∞

−∞
pi(xi) dxi (no sum on index i).

What is the cumulative probability distribution p(y)? Evidently, since x2 = y − x1,
and, for fixed x1, dy = dx2, the probability density satisfies

p(y) dy =

(∫ ∞

−∞
p1(x1) p2(y − x1) dx1

)
dy
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so that

p(y) =

∫ ∞

−∞
p1(x1) p2(y − x1) dx1

is a convolution integral of the respective probabilities.

• In the context of infinite-domain convolution integrals, recall the utility of the Fourier
transform P (ξ) of the probability function p(y) defined by

P (ξ) ≡
∫ ∞

−∞
e−iyξ p(y) dy,

with inverse Fourier transform

p(y) ≡ 1

2π

∫ ∞

−∞
e+iyξ P (ξ) dξ.

• We associate the probability transform functions Pi and pi; the convolution property
of the Fourier transform provides in the present case the simple multiplicative relation

P (ξ) = P1(ξ) P2(ξ),

which can be generalized to n steps by

P (ξ) =
n∏

j=1

Pj(ξ).

• If each of the n probability functions Pj is identical to the first one, say, P1, then

P (ξ) = [ P1(ξ) ]n .

Return to the freely-jointed chain

• We can form the three-dimensional Fourier transform of the chain end-to-end vector
probability function p(r) by

P (ρρρ) ≡
∫

R3

e−i r·ρρρ p(r) d3r,

along with the inverse Fourier transform relation

p(r) ≡ 1

(2π)3

∫

R3

e+i r·ρρρ P (ρρρ) d3ρρρ.

• Let r =
∑n

j=1 rj, where the probability distribution of each link vector ri is identical
and can be expressed for any argument r as p1(r), with corresponding Fourier transform
P1(ρρρ). From the convolution relation, the transformed probability function for n links
is simply P (ρρρ) = [ P1(ρρρ) ]n , so that

p(r) ≡ 1

(2π)3

∫

R3

e+i r·ρρρ [P1(ρρρ)]n d3ρρρ.
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• In the freely-jointed chain model, the probability function for a single link vector of
length ` can be expressed as

p1(r) =
1

4π`2
δ(r − `); r ≡ |r|.

Physically, this requires the next atom position on the chain to be chosen at random
from a location on a sphere of radius r = |r| = ` centered at the prior atom of the
chain, and the normalizing factor 4π`2 corresponds to the surface area of such a sphere.

• Using spherical coordinates, it is easy to demonstrate that this probability function is
properly normalized:

∫

R3

p1(r) d3r =
1

4π`2

∫ π

0

sin(Θ)dΘ

∫ 2π

0

dφ

∫ ∞

0

δ(r − `) r2 dr = 1.

• The Fourier transform P1(ρρρ) of p1(r)can likewise be constructed using a spherical co-
ordinate system according to

P1(ρρρ) =
1

4π`2

∫

R3

e−ir·ρρρ δ(|r| − `) d3r

=
1

4π`2

∫ 2π

0

dφ

∫ ∞

0

δ(r − `)r2 dr

∫ π

0

e−irρ cos(Θ) sin(Θ)dΘ

=
sin ρ`

ρ`
,

where ρ = |ρρρ| and r · ρρρ = rρ cos(Θ).

• From the convolution property, then,

P (ρρρ) = [P1(ρρρ)]n =

[
sin ρ`

ρ`

]n

.

• Using the inverse Fourier transform, the probability function p(r) can be evaluated as

p(r) =
1

(2π)3

∫

R3

e+ir·ρρρ
(

sin ρ`

ρ`

)n

d3ρρρ

=
1

2π2r

∫ ∞

0

sin(ρr)

[
sin ρ`

ρ`

]n

ρ dρ

= p̂(r = |r|).

Thus, the probability function p(r) for the freely-jointed chain model depends only on
r = |r|, the end-to-end length of the n-link chain. This last result was attributed in the
Weiner text as being originally due to Rayleigh. Weiner gives closed-form expressions
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for the result for small integers n = 2, 3, 4, . . . using trigonometric identities for n-th
powers of the sine function; for large values of n, these results become problematically
tedious (but can Mathematica help here?) so other methods and approximations have
been adopted for evaluation.

• Weiner offers the formal evaluation of p(r) in the limit n →∞ based on the change of
variables ρ = y`n−1/2; ρ` = yn−1/2; leading to

p(r) =
1

2π2rn`2

∫ ∞

0

sin(yr`n−1/2)

[
sin(yn−1/2)

yn−1/2

]n

y dy,

and noting that
[
sin(yn−1/2)

yn−1/2

]n

= [1− y2

3!n
(1 + O(1))]n ∼ e−y2/6,

the stage is set for obtaining a Gaussian probability distribution function from the
model in the limit n →∞:

p(r) →
(

3

2πn`2

)3/2

exp

(−3r2

2n`2

)
.

• The expectation value for the square of the end-to-end chain length, denoted < r2 >,
is defined by

< r2 >≡
∫

R3

r2 p(r) d3r → 4π

∫ ∞

0

r4 p(r) dr,

where the last representation follows from the functional dependence p(r) = p̂(r).
For the Gaussian probability distribution, < r2 >= n`2, so the Gaussian probability
distribution can also be written as

p(r) =

(
3

2π < r2 >

)3/2

exp

( −3r2

2 < r2 >

)
.

• In the Gaussian limit, the configurational chain entropy of chain ν, containing nν links,
can be expressed as

gc(r(ν)) ≡ kB log(p(r(ν)))

→ kB log

[(
3

2πn`2

)3/2

exp

(−3r(ν)2

2n`2

)]

=
3kB

2
log

(
3

2πnν`2

)
− 3kBr(ν)2

2nν`2

= constant − 3kBr(ν)2

2nν`2
.

Clearly, the constant is inessential to the definition of the deformation-induced changes
in chain entropy, and may be neglected.
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• Thus, if the reference length of the chain is r0(ν) = |r0(ν)|, while the deformed chain
length is r(ν) = |r(ν)|, the change in chain entropy, in the Gaussian limit, is

∆gc(ν) =
−3kB

2nν`2

(
r(ν)2 − r0(ν)2

)
.

Connecting continuum deformation to changes in chain configurational entropy:
the Gaussian limit

• The traditional routes to obtaining the deformation-induced changes in chain config-
urational entropy rely on an assumption of (continuum-scale) affine motion of the
junctions defining the chain ends. That is, if the continuum deformation gradient is F,
it is assumed that the microscopic-scale chain vectors in the reference and deformed
configurations are connected by

r(ν) = Fr0(ν),

so that
r(ν)2 − r0(ν)2 = r0(ν) · 2Er0(ν) = r0(ν) · (C− 1)r0(ν),

where E = 1/2(C− 1) = 1/2(FTF− 1) is the Green-Lagrange strain tensor.

• The total change in configurational entropy of a unit reference volume containing N
chains is then

∆η(E) =
N∑

ν=1

∆gc(ν)

= −3kB

2`2
(2E) ·

(
N∑

ν=1

1

nν

r0(ν)⊗ r0(ν)

)

= −kB E ·M,

where the structure tensor

M ≡ 3

`2

N∑
ν=1

1

nν

r0(ν)⊗ r0(ν)

is a property of the undeformed network.

• If the undeformed network is macroscopically homogeneous and isotropic, we conclude
that M must be a multiple of the identity tensor:

M = M 1,

where

M =
1

3
trM =

1

`2

N∑
ν=1

1

nν

r0(ν) · r0(ν) =
1

`2

N∑
ν=1

1

nν

r0(ν)2.
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• The value of M can be conceptually evaluated by considering the chains to have been
formed by “instantaneous” cross-linking at a moment when the non-cross-linked net-
work was in a statistically-representative configuration, resulting in a distribution of
m groups of chains, each containing cα chains of nα links, where α = 1, . . . , m, and
having end-to-end distance r0(q, α), q = 1, . . . cα: in this case

N =
m∑

α=1

cα and

M =
1

`2

m∑
α=1

n−1
α

cα∑
q=1

r2
0(q, α)2.

The values of r0(q, α)2 would be drawn from a Gaussian distribution having variance
nα`2, suggesting

cα∑
q=1

r2
0(q, α)2 = cαnα`2,

resulting in M = N . In this Gaussian limit, then, the change in configurational entropy
becomes

∆η = ∆g = −kBM E · 1 = −kBN trE = −NkB

2
tr(C− 1) = −NkB

2
(I1C − 3).

An alternative connection of continuum deformation to changes in chain config-
urational entropy

• Anand suggested an alternative approach to obtain the deformation-induced change
in a Gaussian network’s configurational entropy. As a starting point, consider the
expression

∆gc(ν) ≡ gc(r(ν))− gc(r0(ν))

=
−3kB

2nν`2

[
r(ν)2 − r0(ν)2

]

=
−3kBr0(ν)2

2nν`2

[
r(ν)2

r0(ν)2
− 1

]

≡ −3kBr0(ν)2

2nν`2

[
λc(ν)2 − 1

]
,

where the stretch of the chain is introduced as λc(ν).

• We have noted above that in the Gaussian regime < r0(ν)2 >= n`2, which equivalently
and effectively defines the average chain link number n, and if we further assume that,
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in the chain entropy change expression, a. r0(ν)2 can be replaced with < r0(ν)2 >= n`2,
and b. we can replace nν with n for each chain, then

∆gc(ν) =
−3kB

2

[
λc(ν)2 − 1

]
=
−3kB

2
λc(ν)2 + constant,

where the resulting constant is independent of deformation.

• Finally, Anand suggests that the junctions defining the chain ends can be assumed to
deform in such a manner that the local chain stretch, λc(ν), and be taken as equal to
the macroscopically-defined constant λ̄, where

λ̄ ≡
√

I1C

3
=

√
trC

3
=

√
λ2

1 + λ2
2 + λ2

3

3

becomes an “effective stretch” measure for the network. It is straightforward then
to see that a total chain entropy change can be represented, apart from a constant
independent of the deformation, by

∆g = N∆gc(ν) → N ×
(−3kBλ̄2

2

)
= −NkB

2
trC.

Clearly, this final result is equivalent to that derived above, albeit based on a slightly
different set of assumptions.

Back to the continuum: Gaussian chain statistics lead to the “Neo-hookean”
constitutive model.

• The idealized continuum thermomechanics modeling of rubber elasticity was based
on a Helmholtz free energy per unit reference volume given by ψ = e − θη, where e
is internal energy per unit reference volume, θ is absolute temperature, and η is the
entropy per unit reference volume.

• Using the energy balance equation and the entropy inequality, we were led to the
constitutive relations

∂ψ

∂E
= S;

∂ψ

∂θ
= −η,

where S, the second Piola-Kirchhoff stress tensor, is work-conjugate (per unit reference
volume) to the Green-Lagrange strain E. Note that other work-conjugate stress and
strain pairs could also be adopted (e.g.; P = ∂ψ/∂F), as well as noting the factor of 2
appearing in chain-rule derivatives with respect to C:

∂ψ

∂C
=

∂ψ

∂E
· ∂E

∂C
=

1

2
S.
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• In (incompressible) elastomers, to a first approximation, the internal energy is mainly
a function of temperature only: e = ê(θ). Defining the specific heat at constant
deformation as

c(θ) ≡ ∂e(θ)

∂θ
=

∂ψ

∂θ
+ η + θ

∂η

∂θ
= θ

∂η

∂θ
,

since the first 2 terms on the right-hand side of the equation cancel via the adopted
constitutive definition of η.

• Re-arranging this special form of the constitutive relationship provides a differential
equation for the entropy:

∂η(θ; E)

∂θ
=

c(θ)

θ
,

whose solution can be expressed in the separable form

η(θ; E) = f(θ) + g(E),

where the temperature-dependent function f satisfies the differential equation

df(θ)

dθ
=

c(θ)

θ
,

and the “geometric” contribution to the entropy, g(E), depends on the deformation
from the reference configuration as measured by the strain E. By introducing a refer-
ence temperature θ0, and a reference values of e(θ0) and f(θ0), the general forms for
the special case of constant c become

e(θ) = e(θ0) + c(θ − θ0);

f(θ) = f(θ0) + c log(θ/θ0).

• Under these circumstances, the free energy becomes

ψ(θ, E) = e(θ) − θη(θ,E)

= [e(θ0) + c(θ − θ0)]− θ [f(θ0) + c log(θ/θ0) + g(E)] ,

leading to the constitutive relationship for the stress as

S(θ,E) =
∂ψ(θ, E)

∂E
= −θ

∂g(E)

∂E
.

• Recall that the relationship which was used to derive the relationship S = ∂ψ/∂E was
based on identically satisfying the (isothermal) power relationship

(
S− ∂ψ

∂E

)
· Ė = 0

9



for “arbitrary” values of the strain-rate, Ė. However, in the case of a kinematic
constraint on deformation, such as, for example, incompressibility, we know that
h(C) = detC− 1 = 0 for all admissible deformations, so that the time rate of change
of this constraint is also workless:

0 =
∂h(C)

∂C
· Ċ =

∂(detC)

∂C
· Ċ = (detC)C−T · Ċ = 2C−1 · Ė,

on using the value of the incompressibility constraint and the symmetry of C (and its
inverse). We can see, then, that any reaction stress component given by

SR = λ? C−1

can be added to S without changing the power balance since SR · Ė = 0. Thus, in the
presence of the incompressibility constraint, we define the stress measure S by

S =
∂ψ

∂E
+ SR =

∂ψ

∂E
+ λ? C−1,

with the understanding that the Lagrange multiplier field “λ?” scaling the reaction
stress constraint must, in general, be determined from equilibrium considerations.

• The so-called neo-Hookean constitutive model emerges by using the Gaussian network
model for entropy (see above) with g = −NkB trE, resulting in

S(θ,E) = SR − θ
∂g(E)

∂E
= SR + NkBθ

∂trE

∂E
= λ? C−1 + NkBθ 1.

• The Cauchy, or “true” stress T is related to S by J T = FSFT , where J = detF. On
inserting the incompressible neo-Hookean expression for S(θ, E) into this relationship,
the final constitutive form emerges:

JT = F
(
λ? C−1 + NkBθ1

)
FT = λ? FC−1FT + NkBθ FFT = λ? 1 + NkBθ B,

where B = V2 is the left Cauchy-Green tensor. Letting the Lagrange multiplier be
re-defined as λ? ≡ −p? readily identifies its physical significance as being an arbitrary
hydrostatic pressure.

Finite chain length effects: non-Gaussian chains

• The maximum possible end-to-end length for a chain of n rigid links is rmax = n`,
which occurs only when each link element is co-axially aligned. In this case there can
be no uncertainty about the position of the chain links, so the entropy of the chain in
this case must be at its minimum value. However, the Gaussian probability of finding a
chain having ene-to-end length r > rmax, although exponentially small, is nonetheless
non-zero. Clearly the use of Gaussian probability functions in entropy calculations
for sufficiently large values of the ratio r/rmax ≤ 1 is not accurate; in practice, the
associated errors are expected to grow rapidly for r/rmax ≥ 0.5.
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• Alternatively, this range of chain lengths can be phrased in terms of chain stretch
λc(ν) ∼ r(ν)/ < r0(ν)2 >1/2= r(ν)/

√
n`2 by introducing a locking stretch measure

λL defined by

λL ≡ rmax√
n`2

=
n`√
n`2

=
√

n.

• Returning to the Rayleigh integral definition of the probability function p(r),

p(r) =
1

2π2r

∫ ∞

0

sin(ρr)

[
sin ρ`

ρ`

]n

ρ dρ,

Kuhn and Grun showed that an approximate evaluation of the probability function for
“large” values of r/n`, with n large but finite, is

p(r)
.
=

A?

`3

[
sinh x

x

]n

exp
(
−xr

`

)
,

where A? is a normalizing constant and the Langevin function L(x) ≡ cosh(x) −
1/x = r/(n`) implicitly defines the parameter x appearing in the expression through
the inverse Langevin function x = x̂(r/(n`)) = L−1(r/(n`)).

• Using the Kuhn and Grun approximation and introducing r = λc(ν) × (
√

n`), the
argument r/(n`) = λc(ν)/

√
n = λc(ν)/λL, and the change in chain entropy becomes

(again, neglecting an inessential constant not depending on deformation)

∆gc(ν) = kB log(p(r))

→ −kBλ2
L

[
λc(ν)

λL

x + log
( x

sinh x

)]
.

• The model can again be completed by assuming that λc(ν) = λ̄ =
√

trC/3 for each of
the N chains per unit reference volume.

• Following the same series of steps as previously in the Gaussian case, we arrive at an
expression for the Cauchy stress that is identical to that given originally by Arruda
and Boyce:

T = TA−B =
NkBθ

3

√
n

λ̄
L−1

(
λ̄√
n

)
B− p? 1.

• It is interesting to note that the inverse Langevin function can be very accurately
approximated over its entire domain by the simple Padé approximant

L−1(ξ)
.
=

3ξ

(1− ξ)
.

On using this substitution, the structure of the Arruda-Boyce model becomes clear:

T = TA−B
.
=

NkBθ[
1− λ̄/

√
n
] B− p? 1.

11



At small imposed deformations, when λ̄ ¿ √
n, the Arruda-Boyce model merges

smoothly with the neo-Hookean (Gaussian chain statistics) model derived earlier, while
the stress-scaling factor is amplified strongly as λ̄/

√
n grows toward the limiting value

1.

• The simple structure of the Arruda-Boyce model offers many practical advantages in
usage, including the fact that only 2 “material constants”, N and n, need be fit to
experimental data, the 2 constants are ‘orthogonal’ in the sense that only N governs
behavior at small deformation, so that n can be subsequently determined from behavior
at large deformations where λ̄ → λL =

√
n, and the fact that the material stress

Jacobian (∂T/∂E, for example) is guaranteed to be positive definite (give or take a
small, but finite compressibility), facilitating relatively stable Newton-based iterative
procedures in nonlinear finite element analysis.

• Another simple, robust, and easy-to-use 2-constant functional form has been proposed
by Gent to address phenomenologically the problems of non-Gaussian chain behavior
at large deformations. Gent introduces a “strain energy potential” (in essence, an
isothermal Helmholtz free energy function) UGent according to

UGent = −E

6

[
1− (I1C − 3)

JM

]
,

from which Cauchy stress is derived via the now-familiar steps to arrive at

T = TGent =
E

3

1[
1− (I1C−3)

Jm

] B− p? 1.

In the incompressible limit, the small-strain tensile (Young’s) modulus E is related
to the shear modulus µ by E = 3µ, again bringing the formulation back to the neo-
Hookean limit in which µ = NkBθ. Both the Gent and Arruda-Boyce models asymp-
totically approach the neo-Hookean model at small deformations, and both incorporate
a limiting value of the network stretch, reflected in respective limiting values of I1C,
although the differing functional forms adopted exhibit modestly different behavior as
the limiting network deformation is approached.
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Micromechanical Aspects of 
Deformation-Induced Crystallization in Elastomers

David M. Parks

Department of Mechanical Engineering   MIT

Centre des Matériaux Mines-Paristech

Outline

•Background overview of elastomers
Macromolecular structures and deformation mechanisms

Crystallization in elastomers

Recent experiments in strain-induced crystallization 

•Aside: analogous phenomena in crystalline materials
Shape memory metals (e.g., NiTi)

TRIP effect in austenitic steels

•Aspects of continuum modeling

•Prospects for further study
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Background overview of elastomers

Macromolecular Notions of 

Rubber Elasticity

Entropic evidence (pre-thermodynamics)

Gough 1805;  Joule 1855

Cross linking (Goodyear, 1839)
Long chain molecular structure: 1900s 

Molecular kinetic theory: Meyer, et al., 1930s



3

-CH2-C=CH-CH2-

CH3

isoprene

crystallization issues:

•~orthorhombic: a/b/c

~ 1.25/0.89/0.81 nm (plus thermal/elastic deformation)

•prominent WAXS peaks: d200,

d120, and d002

•Scherrer equation/ peak broadening

as estimate of crystallite size

ρcrystal/ρamorphous~ 1.1
chain-folded; chain-extended;

mechanical properties, etc. etc.

Crystallization in Polyisoprene

Chambres d’Hôtes Historiques

Girolles (Bourgogne)

Britannica Online:

“The Frenchman Georges Bouchardat, 
with the aid of hydrogen chloride gas and

prolonged distillation, converted isoprene

to a rubberlike substance in 1875… ”
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Trabelsi, et al., Macromol. (2003)

•Simultaneous force and WAXS

measurements in cyclic loading

show hysteresis at large stretch

dominated by supercooling of 

crystallization with respect to melting

Mechanical Hysteresis and 
Strain-Induced Crystallization/Melting in Vulcanized NR

see also, Toki, et al.:

Macromol. (2002);

Polymer (2003)

loading → unloading ←

Evolution of Crystallite Size and Orientation

misorientation

L200

L120

Tosaka, et al.,

Macromol. 2004

crystallinity

~ small differences
in crystallite size,
orientation, over 
wide ranges of
loading, unloading 
stretch

crystallite size
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Toki, et al.,

Stress Relaxation and Crystallization

Jeanne MARCHAL

Thèse, U. Paris XI Orsay

(2006)

“Cristallization des caoutchoucs

chargés et non chargés

sous contrainte: Effet sur les

chaînes amorphes”

Recent Documentation: Marchal Thèse
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MARCHAL (2006)

With no observed crystallization

for λ < 6.5 at 82C, 

the hysteresis (2nd cycle)

becomes ~negligible in a

cross-linked NR (1.2 g S pph)

Elevated Temperatures: 
No Crystallinity Means ~ No Hysteresis

MARCHAL (2006)

Unloading curve approaches
equilibrium crystallinity
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dλ/dt=v/L0= 0.0023; 0.033/sdλ/dt=v/L0= 0.007; 0.1/s

MARCHAL (2006)

Modest rate effects (23C)
(especially, unloading)

S. TRABELSI

Thèse, U. Paris XI

(2002)

MARCHAL (2006)

Hysteresis and Induced Crystallinity

Specific dissipation

on loading:

d(dissipation) = f dχ;

on unloading: f ~ 0
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Hysteresis and Birefringence: 

Plus ça change...

“It is inferred that these hysteresis loops are the result of crystallization, the 

crystallites themselves being oriented in the direction of the extension and therefore
making a specific contribution to the birefringence which is additional to that due to the
amorphous network.  This supposition is confirmed by experiments at higher temperatures...”

L. R. G. Treloar (1975):

Analogous Phenomena in Crystalline Materials

a. TRIP effect in austenitic steels

b. Shape-memory metals (e.g., NiTi)
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Strain-Induced Transformation Plasticity
In Austenitic Steels

Stringfellow, 
MIT PhD Thesis (1990)

Socrate, 
MIT PhD Thesis (1995)

Softening: transformation

as deformation mechanism

Hardening: transformation 
product (martensite) as

strengthening mechanism

Thamburaja & Anand, Acta Mat. 2003

Superelasticity of Textured NiTi Sheet

Phase transformation plasticity:

Austenite→martensite (loading);

Martensite→austenite (unloading)
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Aspects of continuum modeling

•Macro response dominated by entropic elasticity

of an amorphous cross-linked macromolecular network

ψ(Λ; n, N; x)=e -ηθ
•Crystallization, x, modifies the response of
the amorphous network in two opposite ways:

•softening: local entropy (or chain stretch) is increased

by crystallization; opposite for melting 
•hardening: crystallites impose new constraints on
the kinetic freedoms permitted by the chains

- shortened amorphous chain lengths (n(x) ↓)
- captured chains increased local chain density (N(x)↑)

A Micromechanically-Based Framework
for Continuum Modeling

• Evolution equations: crystallization (dissipative);
melting (~ equilibrium)

• General thermodynamic loading conditions
• Tensorial generalization to other deformation modes

Flory model

na=n0 - nc

λa < λ
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ψ = x ψx(θ) + (1-βx)ψLang(θ,λe;N0,n0) + (βx-x)ψLang(θ,λm; Nx, nx)

Effective stretch:  3(λe)
2 = tr(C) = λ2 + 2/λ (tension)

Crystalline mass fraction: x (~ crystalline volume fraction)

Crystallinity-affected volume fraction of amorphous zone: (β-1)x

Crystallinity-affected (reduced) effective stretch: λm =λm(λe; x)≤λe

Langevin-based Helmholtz free energy: ψLang

(Arruda-Boyce “8-chain” model;) 
N = chain density /volume

n = (λL)
2 : number of links/chain;

 λL = “locking stretch”
 Stretch-stretch:   S = ∂ψ(λ; x; θ) / ∂λ

 Internal variable trajectory: x = x(λ;η) (should derive from ∂ψ(λ; x; θ) / ∂x) 
 

Assumed Helmholtz free energy/reference volume

MARCHAL (2006)

A Recent 1-D Model (40C)

Initial Modeling Steps 
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“Inverse Yielding” on de-stretching

Prospects for further study
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Trabelsi, et al., Macromol., 2003

Crystallization in Filled NRs

•Strain concentration in filled
matrix accentuates strain-induced

crystallization in matrix:
crystallization at smaller stretch
enhanced nucleation at interfaces?

•Filler-reduced chain mobility limits

achievable crystallinity

•Elevated hysteresis: elevated 
dissipative ‘driving forces’ for 
crystallization?

Carretero-Gonzalez,
et al.,Macromol., 2008

Crystallization in Nanoclay-NR

huge induced

crystallinity!
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Photoactuation of CNT-based 

elastomeric nanocomposites

École des Mines de Paris
Centre des Matériaux

December 4, 2008

Light “on” Light “off”

“two-way” photo-actuation of

Pre-strained PDMS-MWNT

nanocomposites
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Inferred “shortening” of CNTs

under “light on” conditions:

strain-induced orientation of CNTs:

more response at higher pre-strain

Buckling?

cause or effect?

Extreme photo-actuation:

ignition

(see also video clip at Science web site)

CNTs are highly responsive to near IR

photons: thermal response (HOT!); 

electrical response

CNTs are excellent thermal conductors

(axially)
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from Treloar (1975)

e =L(T;P)/L(T0;P=0) -1 e =L(T;P)/L(T,P=0) -1

“Thermoelastic inversion” (?)

Both local (near CNT) and global

thermal expansion strains likely contribute

to the photo-response of the CNT-PDMS

nanocomposites
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MWNT mat SWNT mat

CNT mats: no polymer

SWNTs: evidence of

“entropic” stiffening

MWNTs: minute stress

increase, then massive

relaxation…

The CNTs themselves

don’t respond as the composite

Light “on” transients

))/(exp(1/
max

βτσσ t−−=∆

β=2; τ=5s

“stretched

exponential”

transients
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Light “off”: CNTs Light “on”: CB; 0.02wt% CNT

)/exp(1/
max

τσσ t−−=∆

Simple exponential transients:

All specimens, “light off”;

3wt% CB: “light on”

0.02wt% CNT: “light on”

τ =10s

Macro ∆T ~ 15C
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Nanocomposites: PDMS-SWNT/MWNT;

0.2 wt % NTs

“sandwich” structures: NT/PDMS/NT

air brush NTs onto surfaces:

2x350nm NT mats onto 60µm PDMS film
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